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#### Abstract

Prostate cancer, regarded as a health anomaly frequently experienced by males over the age of 45 , has gained prominence among cancer disorders experienced by the entire human species in recent years. Discussions about the anomaly's management, treatment, and early diagnosis have also gained attention. There is a paucity of literature on the application of multinomial logistic regression (MLR) to model prostate-specific antigen (PSA) for early diagnosis of prostate cancer through the effects of age and some vital signs associated with fluctuations in PSA. In this study, multinomial logistic regression was applied to model changes in PSA under two different classifications of the PSA levels (four categories and five categories) with age, pulse rate, systolic blood pressure, and diastolic blood pressure as the predictor variables. In each classification, the procedure begins by only grouping the age predictor variable and finding the effects of the predictor variables on the categories of the PSA. The procedure is then repeated with age and pulse rate grouped.


[^0]The MLR for the two classifications were then compared based on prediction accuracy, no information rate, and kappa value. The results show that the model with the first classification of PSA was better than the second classification especially when the pulse rate is also grouped. Age and pulse rate significantly affect prostatespecific antigen (PSA) categories. The 45-55 age group is the most significant, while no-risk individuals have no significant difference in PSA levels. Increased pulse rates may reduce prostate cancer risk in males with PSA levels greater than 50.
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## 1. Introduction

The most frequent type of cancer among Nigerian males is prostate cancer [1]. Prostate cancer is the second most frequent cancer in men, after only non-melanoma skin cancer, according to [2]. They stated that screening for prostate cancer is crucial to enhancing men's longevity and that the major technique of screening for this cancer is prostate-specific antigen (PSA). According to [3], early detection and treatment of prostate cancer improves the individual's chances of survival. The prostate gland produces prostate-specific antigen, which is an important tumor marker in the screening and diagnosis of prostate cancer since high PSA levels are frequently associated with prostate cancer [4]. Since 1994, prostate-specific antigen has been used to detect prostate cancer, and it has revolutionized the capacity to diagnose, treat, and follow up on prostate cancer individuals [5]. PSA screening, according to [5] is associated with a $75 \%$ reduction in the proportion of men presenting with metastatic disease and a $32.5 \%$ reduction in the age-adjusted prostate cancer mortality rate since 2003. References [5] further stated that, while PSA is not a perfect marker, it does have limited specificity for prostate cancer screening and its proper clinical application is still being debated. References [3] examined the probability distribution of prostate-specific antigens and observed that the burr distribution is an appropriate probability distribution for the description of prostate-specific antigens. They observed that the probability of observing a PSA greater than $4.0 \mathrm{ng} / \mathrm{ml}$ in adult males above the age of 45 years was seen to be moderately high ( 0.68 ) with a median PSA of $8.30 \mathrm{ng} / \mathrm{ml}$ and an interquartile range of 16.40 . They obtained age-specific probabilities of having PSA greater than $4.0 \mathrm{ng} / \mathrm{ml}$ in adult males and concluded that the age-specific probabilities could be used to identify adult males with PSA greater than $4.0 \mathrm{ng} / \mathrm{ml}$ that would be subjected to needle biopsy. The study recommended that men with PSA higher than $4.0 \mathrm{ng} / \mathrm{ml}$ who are between the ages of 60 and 80 years should not be subjected to needle biopsies but referred directly for digital rectal examinations. References [6] studied 2779 men with prostate cancer and 1606 men without a cancer diagnosis who were recruited for research in New Zealand, the United States, and Taiwan. Multiple linear regression and univariate modeling were used to examine the relationship of PSA with demographic factors, clinical features (for individuals), and the aldo-ketreductase IC3 (AKRIC3) rs12529 genetic polymorphism. A multivariate analysis of pooled case data revealed that PSA was substantially associated with demographic lifestyle and clinical data, with an interaction between ethnicity and age that further affected the association with PSA level. According to them, separate case and control studies revealed that PSA-related characteristics were unique to each cohort. They went on to say that univariate analyses revealed significant age and PSA correlations among all cases and controls, except US-European cases, and that genetic stratification in cases revealed diversity in correlation.

They proposed that individual PSA cut-off values based on demographic, lifestyle, and genetic factors may be more appropriate for prostate cancer screening. References [7] used logistic regression to investigate the connection of PSA with age, ethnic groupings, digital rectal examination findings (presence or absence of a nodule), baseline PSA values, prostate volume by transrectal ultrasound (TRUS), PSA density (PSAD), and total number of prostate biopsies. The males in their study had initial PSA levels between 4.0 and $10.0 \mathrm{ng} / \mathrm{ml}$ and had undergone a 12-core TRUS-guided prostate biopsy between 2009 and 2016. The participants were 617 men from various ethnic backgrounds, including Chinese (63.5\%), Malay ( $23.1 \%$ ), and Indian ( $13.3 \%$ ). They then calculated the prostate cancer detection rate and investigated the relevant risk variables. The study discovered a $14.3 \%$ overall cancer detection rate and discovered that prostate cancer diagnosis in Malaysia was considerably lower. In a multi-ethnic Malaysian population, the study recommended that ethnicity and PSA density be considered when proposing a first or repeat TRUS-guided prostate biopsy for prostate cancer detection. It has also been observed that men who are HIV positive or with a family history of cancer may not present elevated PSA levels at PSA screening tests [4]. According to [4] the prevalence of men with raised PSA ( $>4 \mathrm{ng} / \mathrm{ml}$ ) is higher among men in the 60-69 years age group. A series of integrated formulas have been developed by [8] to forecast prostate cancer by applying multinomial logistic regression to PSA, age, weight, and some other factors. According to [8] the developed formulas have higher capacities to detect prostate cancer than using only PSA level and PSA density. References [2] using Poisson regression found that a high level of PSA in elderly men is associated with years of study, race/ethnicity, family arrangement, health perception, systolic blood pressure, diastolic blood pressure, metabolic diseases, alcohol consumption, and sedentary behavior. In the present study, a multinomial logistic regression is used to further examine the influence of age, pulse, systolic blood pressure, and diastolic blood pressure on PSA. Unlike [2], the present study first classified the PSA of the men into four categories and later into five categories by subdividing the fourth category of the first classification for better and distinct inferences on the fourth and fifth categories. This present approach allows data collected on PSA to be treated as categorical data. However, previous studies as in the aforementioned opined that factors associated with PSA level were specific for each cohort, hence, to have a deeper understanding of the contribution of age to variations in PSA, the ages of the individuals were further divided into groups and the significance of each age group in influencing the PSA was examined. Thereafter, the examination was repeated when both the pulse rate and age variables were divided into groups. The remaining parts of this paper are divided into Sections: Section 2 - Material and Methods, Section 3 - Results and Discussions, Section 4 - Summary, and Section 5 - Conclusion, then finally the References.

## 2. Materials and Methods

The data on the PSA levels of individuals were collected along with their corresponding age, diastolic, systolic, and pulse rates under the assumption that physiological and pathological states affecting blood pressure and pulse rate were kept under control. The PSA level was first classified into four categories according to previous studies. PSA levels $0 \leq P S A \leq 4.0$ were coded as 1 (no risk), PSA levels $4.0<P S A \leq 10.0$ were coded as 2 (lower risk), PSA levels $10.0<P S A \leq 20.0$ were coded as 3 (fair risk), and PSA levels greater than 20 were coded as 4 (high risk). The PSA levels were further classified into five categories to enable distinction between high PSA levels and very high PSA levels for better inference on the effects of extreme PSA levels. Thus, the
second classification consists of $0 \leq P S A \leq 4.0$ (no risk), $4.0<P S A \leq 10.0$ (low risk), $10.0<P S A \leq 20.0$ (fair risk), $20.0<P S A \leq 50.0$ (high risk) and PSA $>50.0$ (very high risk). After classifying the PSA levels, the categories were grouped as a factor. The results from the two distinct classifications were compared.

The data have four predictor variables \{age, BP1 (diastolic), BP2 (systolic), and pulse rate\}, which are all numerical data types used for predicting the categories of the individuals' PSA.

### 2.1 Multinomial Logistic Regression (MLR)

Logistic regression is a statistical model that employs a function other than the usual least-squares approach to model a binary dependent variable. The function is called the logistic function, and it models the probability of a certain dependent variable, class, or event, such as on or off, pass or fail, win or lose, healthy or sick. Logistic regression has been applied in infant disease modeling by [9], insurance coverage prediction by [10], infant birth weight determinant factors by [11], diabetes by [12], and other areas too. MLR generalizes logistic regression to more than two categories of problems. Multinomial logistic regression is simply a logistic model with more than two possible discrete outcomes for the outcome variable. A multinomial logistic regression model was applied to the data with the categorized PSA as the dependent and age, BP1 (systolic), BP2 (diastolic), and pulse rate as predictor variables.

According to [13] MLR uses a linear predictor function to predict the probability that an observation say $l$ has an outcome $k$, of the following form:

$$
\begin{align*}
& f(k, l)=\beta_{0, k}+\sum_{m=1}^{k} \beta_{1, k} x_{m, i}+\sum_{m=1}^{k} \beta_{2, k} x_{m, i}+\beta_{3, k} x_{3, i}+\beta_{4, k} x_{4, i}+e_{i} \\
& i=1,2, \ldots, n ; l=1,2, \ldots, m \tag{1}
\end{align*}
$$

where

## $k=$ Categories of PSA

$f(k, l)_{\text {is a linear prediction function that predicts the likelihood of an observation }} x_{m, i}$ that has an outcome as $k$
$\beta_{0, k}$ is the intercept term of the linear prediction function
$\beta_{1, k}$ is the regression parameter of the age group at the $\mathrm{k}^{\text {th }}$ outcome.
$\beta_{2, k}$ is the regression parameter of pulse rate at the $\mathrm{k}^{\text {th }}$ outcome
$\beta_{3, k}$ is the regression parameter of diastolic blood pressure at the $\mathrm{k}^{\mathrm{th}}$ outcome
$\beta_{4, k}$ is the regression parameter of systolic blood pressure at the $\mathrm{k}^{\text {th }}$ outcome
$x_{m, i}$ is the $i^{\text {th }}$ observation of the $m^{\text {th }}$ level of age and pulse rate variable
$e_{i}$ is the $i^{\text {th }}$ random error component associated with the observation $i$

In this paper,

$$
\begin{aligned}
& x_{3, i} \text { is diastolic blood pressure } \\
& x_{4, i} \text { is systolic blood pressure }
\end{aligned}
$$

This paper uses 102 data points and each data point consists of a set of 4 predictor variables and an associated categorical outcome variable $Y_{i}$ (PSA level). The $Y_{i}$ was first coded into four categories (no risk, low risk, fair risk, and high risk) and later into five categories by subdividing the high-risk category into high risk and very high risk. In each case, the no-risk was chosen as the reference level in the dependent variable while the age group 66-75 years and pulse rate group 76-85 were chosen as reference levels in the categorical predictor variables because they contain the mean values respectively. To arrive at the MLR model, for K possible outcomes of $Y_{i}$, running K-1 independent binary logistic regression models, in which one outcome is chosen as a "reference level" (no risk) and then the other K-1 outcomes are separately regressed against the reference level outcome.

If outcome K (no risk) is chosen as the pivot:

$$
\begin{align*}
& \operatorname{Ln}\left(\frac{P_{r}\left(Y_{i}=1\right)}{P_{r}\left(Y_{i}=K\right)}\right)=\beta_{1} X_{m, i}  \tag{2}\\
& \operatorname{Ln}\left(\frac{P_{r}\left(Y_{i}=2\right)}{P_{r}\left(Y_{i}=K\right)}\right)=\beta_{2} X_{m, i} \\
& \operatorname{Ln}\left(\frac{P_{r}\left(Y_{i}=k-1\right)}{P_{r}\left(Y_{i}=K\right)}\right)=\beta_{k-1} X_{m, i} \tag{3}
\end{align*}
$$

Exponentiating both sides and solving for the probabilities in equations (2) and (3), we get:

$$
\begin{align*}
& P_{r}\left(Y_{i}=1\right)=P_{r}\left(Y_{i}=K\right) \exp \left(\beta_{1} X_{m, i}\right) \\
& P_{r}\left(Y_{i}=2\right)=P_{r}\left(Y_{i}=K\right) \exp \left(\beta_{2} X_{m, i}\right) \\
& \cdot  \tag{4}\\
& P_{r}\left(Y_{i}=K-1\right)=P_{r}\left(Y_{i}=K\right) \exp \left(\beta_{k-1} X_{m, i}\right)
\end{align*}
$$

The probability of any K possible childbirth weight can be expressed as:

$$
\begin{align*}
P_{r}\left(Y_{i}=K\right) & =1-\sum_{k=1}^{k-1} P_{r}\left(Y_{i}=K\right) \\
& =1-\sum_{k=1}^{k-1} P_{r}\left(Y_{i}=K\right) \exp \left(\beta_{k} X_{m, i}\right) \\
& =\frac{1}{\sum_{k=1}^{k-1} \exp \left(\beta_{k} X_{m, i}\right)+1} \tag{5}
\end{align*}
$$

Other probabilities can be computed:

$$
\begin{align*}
& P_{r}\left(Y_{i}=1\right)=\frac{\exp \left(\beta_{1} X_{m, i}\right)}{\sum_{k=1}^{k-1} \exp \left(\beta_{k} X_{m, i}\right)+1} \\
& \quad P_{r}\left(Y_{i}=3\right)=\frac{\exp \left(\beta_{3} X_{m, i}\right)}{\sum_{k=1}^{k-1} \exp \left(\beta_{k} X_{m, i}\right)+1} \\
& \quad \text {. }  \tag{6}\\
& \quad \text {. } \\
& \quad P_{r}\left(Y_{i}=K-1\right)=\frac{\exp \left(\beta_{K-1} X_{m, i}\right)}{\sum_{k=1}^{k-1} \exp \left(\beta_{k} X_{m, i}\right)+1}
\end{align*}
$$

The unknown parameters in each regression parameter vector are typically jointly estimated by an extension of maximum likelihood using regularization of the weights. The solution is typically found using any of the following: iteratively reweighted least squares (IRLS) [14], gradient-based optimization algorithms such as LBFGS[12], or specialized coordinate descent algorithms [15]. The iteratively reweighted least squares by [14] were implemented in this paper using the R statistical programming software, version 4.2.2.

## 3. Results and Discussions

In this Section, the Multinomial Logistic Regression (MLR) model is applied to data collected on prostatespecific antigen (PSA), age, pulse rate, systolic blood pressure, and diastolic blood pressure of some men in the South-Eastern part of Nigeria. The results of the application of the model to the data are discussed. In the first instance, the PSA levels were coded into four distinct levels: no risk, low risk, fair risk, and high risk while in the second phase of the analysis reports, the PSA levels were further classified into no risk, low risk, fair risk, high risk and very high risk as stipulated in Section 2.

Table 1: Summary of PSA Readings of some 102 Men in South Eastern Nigeria.

| PSA Group | Code | Frequency | Percentage frequency |
| :--- | :--- | :--- | :--- |
| No risk | 1 | 28 | $27.5 \%$ |
| Low risk | 2 | 29 | $28.4 \%$ |
| Fair risk | 3 | 19 | $18.6 \%$ |
| High risk | 4 | 16 | $15.69 \%$ |
| Very high Risk | 5 | 10 | $9.81 \%$ |



Figure 1: Distribution of PSA categories within each predictor.

The results in Table 1 show that most men who were included in the sample were in the low-risk PSA group ( $28.4 \%$ ), followed by the no-risk group ( $27.5 \%$ ), and the fair-risk group ( $18.6 \%$ ). The very high-risk group recorded the lowest percentage $(9.81 \%)$. The significant cause(s) of this variability in the PSA levels will be revealed by the multinomial logistic regression models that will be applied later in this paper. The graphical representation of the distribution of the PSA levels into categories is shown in Figure 1. The boxplot in Figure 1 suggests that pulse rate and age will have a more significant effect across the PSA categories than the other two predictor variables (BP1 and BP2). This is because a careful examination of the boxplots for pulse rate and age shows that the mean PSA values across the four groups are different from each other while those of diastolic (BP1) and systolic (BP2) are seemly the same. This evidence of the influence of age in the variation of PSA readings will be further investigated by grouping the age variable into five age groups as follows: 45-55 years, $56-65$ years, $66-75$ years, $76-85$ years, and $86-95$ years old. The number of men that fall into each of these
different age groups is given in Table 2. According to the results of Table 2, the majority of the men are between $66-75$ years old, with only a few in $45-55$ or $86-95$ years. The mean age of the individuals is 68 years which falls into the 66-75 age group and will be chosen as the reference level for the age group variable.

Table 2: Frequency distribution for age groups.

| Age group | Frequency |
| :--- | :--- |
| $45-55$ years | 9 |
| $56-65$ years | 28 |
| $66-75$ years | 43 |
| $76-85$ years | 19 |
| $86-95$ years | 3 |

Further to the descriptive statistics in Table 2, the mean (M) and standard deviations (SD) of BP1 (diastolic), BP2 (systolic), and pulse rates about age groups of the individuals are shown in Tables 3, 4, and 5, respectively.

Table 3: Mean and standard deviations of BP1 (systolic) by age group.

| Age group | M | SD |  |
| :--- | :--- | :--- | :--- |
| $45-55$ years |  | 126.67 | 10.00 |
| $56-65$ years |  | 143.43 | 28.10 |
| $66-75$ years |  | 136.19 | 21.33 |
| $76-85$ years | 130.37 | 38.91 |  |
| $86-95$ years | 126.67 | 25.17 |  |

Table 3 shows close mean values for the diastolic levels of the individuals in the various age groups. This could be an indication that the mean diastolic level of the individual is not different due to their age groups. There are indications that the individuals are at risk for prehypertension given that the average systolic is between 120 139 mmHg and the average diastolic is between $80-89 \mathrm{mmHg}$ (see Table 4) for the age groups.

Table 4: Mean and standard deviations of BP2 (diastolic) by age group.

| Age group | M | SD |
| :--- | :--- | :--- | :--- |
| $45-55$ years | 80.00 | 10.00 |
| $56-65$ years | 86.29 | 16.72 |
| $66-75$ years | 83.14 | 15.20 |
| $76-85$ years | 80.53 | 11.77 |
| $86-95$ years | 73.33 | 11.55 |

Table 5: Mean and standard deviations of Pulse rate by age group.

| Age group | M | SD |
| :--- | :--- | :--- | :--- |
| $45-55$ years | 73.56 | 7.20 |
| $56-65$ years | 83.50 | 10.19 |
| $66-75$ years | 76.26 | 11.06 |
| $76-85$ years | 83.58 | 8.04 |
| $86-95$ years | 82.67 | 12.06 |

The mean pulse rate for the entire sample is 79.55 bpm . The average calculated for each age group in Table 5 shows that the older individuals have higher pulse rates than the younger ones. Having described and visualized
the data, we proceed with the MLR modeling in Section 3.1.

### 3.1 Multinomial Logistic Regression with age groups, pulse rate, diastolic and systolic blood pressure as predictors when PSA is classified as no risk, low risk, fair risk, and high risk

In this Section, the MLR models were fitted using the following first classification of the PSA levels: PSA levels $0 \leq P S A \leq 4.0$ are coded as 1 (no risk), PSA levels $4.0<P S A \leq 10.0$ are coded as 2 (lower risk), PSA levels $10.0<P S A \leq 20.0$ are coded as 3 (fair risk), and PSA levels greater than 20 are coded as 4 (high risk), with the pulse rate in their raw scores. The first level of the PSA category (no risk) was selected as the reference level. The age group 66-75 years was chosen as the reference level in the age group variable because it contains the mean age, while No Risk (coded as 1) was selected as the reference level for PSA categories because the focus is to understand how the incidence rate of prostate cancer can be reduced. The predictors are age group, systolic, diastolic blood pressures, and pulse rate while the outcome variable is PSA categories. Further, the dataset was partitioned using sampling without replacement to get the training and test sets. The train set was $70 \%$ of the entire sample size of 102 individuals, while the test set is the remaining $30 \%$. The multinomial logistic models were trained with the train set, while the test set was used to validate the classification ability of the models on a new data set. The R program randomly selected the observations for both the training and test sets to reduce class bias and better examine the prediction ability of the model. The results of the MLR model are presented in Table 6.

Table 6: Multinomial Logistic Model for PSA categories using the train set.

| Coefficients: <br> (Intercept) Systolic | Diastolic | Pulse | 45-55 years |
| :---: | :---: | :---: | :---: |
| $2-0.8554232-0.01533606$ | 0.034120336 | -0.004473137 | 0.3371984 |
| 3 2.2522265-0.01912630 | 0.027992293 | -0.027535877 | -0.8344462 |
| 4 -8.9735584-0.00634480 | -0.001819418 | 0.122930996 | -14.6837880 |
| 56-65 years | 76-85 years | 86-95 years |  |
| 20.7905723 | 0.2409674 | -4.352525 |  |
| $3-0.7088607$ | -1.0506887 | 16.086863 |  |
| $4-1.0683781$ | -0.3423434 | 15.463565 |  |
| Std. Errors: (Intercept) Systolic | Diastolic | Pulse | 45-55 years |
| 22.9601660 .02657013 | 0.04157765 | 0.03650831 | $1.149166 \mathrm{e}+00$ |
| $3 \begin{array}{lll}3 & 3.101567 & 0.03074986\end{array}$ | 0.04593973 | 0.03871353 | $1.324740 \mathrm{e}+00$ |
| 44.2983370 .02816607 | 0.04397812 | 0.04813258 | $2.376110 \mathrm{e}-06$ |
| 56-65 years 76-85 years | $86-95$ years |  |  |
| 20.81877130 .9773914 | $1.181083 \mathrm{e}-09$ |  |  |
| $3 \quad 0.98775981 .2598577$ | $1.096168 \mathrm{e}+00$ |  |  |
| 41.05051920 .9652984 | $1.096168 \mathrm{e}+00$ |  |  |
| Residual Deviance: 159.8151 <br> AIC: 207.8151 |  |  |  |

Table 6 gives the log odds for the risk levels (categories) of PSA for the predictor variables. The calculation of the p -value begins by getting the z values (that is dividing the regression coefficients by the corresponding standard errors in Table 6), conducting a 2-tailed $z$ test on the new values obtained thereafter, and then subtracting the standard normal table values from 1 to obtain the final results that are the p -values presented in

Table 7.

Table 7: The probability values of the multinomial logistic model.

| (Intercept) | Systolic | Diastolic | Pulse rate | 45 $-\mathbf{5 5}$ years |
| :--- | :--- | :--- | :--- | :--- |
| 2 | 0.77259812 | 0.5638099 | 0.4118506 | 0.90248420 |
| 3 | 0.46774211 | 0.5339443 | 0.5423081 | 0.47691522 |
| 4 | 0.03682659 | 0.8217740 | 0.9670002 | 0.01064908 |
| $\mathbf{5 6 - 6 5}$ years | $\mathbf{7 6 - 8 5}$ years | $\mathbf{8 6 - 9 5}$ years |  | 0.00000000 |
| 2 | 0.3342647 | 0.8052632 | 0.000000 |  |
| 3 | 0.4729763 | 0.4042956 | 0.000000 |  |
| 4 | 0.3091534 | 0.7228515 | 0.000000 |  |

The results in Table 7 show that pulse rate is significant in identifying an individual suffering from prostate cancer, most especially when the PSA reading of the individual falls under the high-risk category (Category 4, $p$-value $=0.0106<0.05$ ). The pulse rate for high-risk prostate cancer individuals when compared with the norisk category (Category 1) is significant in increasing the odds of prostate cancer by 0.1229 units. The results of the significance analysis of age groups in identifying an individual suffering from prostate cancer using the PSA reading show that the age group 45-55 years is most significant ( $p$-value $=0.0000000<0.05$ ) when the PSA reading of the individual falls within the high-risk category when compared with the no-risk category. This implies that the PSA reading of an individual whose age falls in the age group 45-55 years should be carefully treated especially when it is above the 20- "high risk" category. The results also show that the age group 86-95 years is significant ( $p$-value<0.05) in identifying an individual with prostate cancer using the PSA reading in all PSA risk categories when compared to the no-risk category. This means that an individual whose age falls into 86-95 years with a PSA reading greater than $4.0 \mathrm{ng} / \mathrm{ml}$ is a serious indication of prostate cancer. Other age groups: 56-65 and 76-85 years as well as systolic and diastolic blood pressures were not significant. Next is to calculate the odds ratio (relative risk) for prostate cancer based on the PSA level of the individuals. The relative risk is calculated by exponentiating the log odds (coefficients in Table 6). The relative risk values are shown in Table 8.

Table 8: Relative risk values of the multinomial logistic model.

|  | (Intercept) | Systolic | Diastolic | Pulse | 45-55 years |
| :--- | :--- | :--- | :---: | :--- | :---: |
| 2 | 0.4251032497 | 0.9847809 | 1.0347091 | 0.9955369 | $1.401017 \mathrm{e}+00$ |
| 3 | 9.5088833876 | 0.9810555 | 1.0283878 | 0.9728398 | $4.341148 \mathrm{e}-01$ |
| 4 | 0.0001267165 | 0.9936753 | 0.9981822 | 1.1308064 | $4.196738 \mathrm{e}-07$ |
|  | $\mathbf{5 6 - 6 5}$ years | $\mathbf{7 6 - 8 5}$ years | $\mathbf{8 6 - 9 5}$ years |  |  |
| 2 | 2.2046577 | 1.2724796 | $1.287426 \mathrm{e}-02$ |  |  |
| 3 | 0.4922046 | 0.3496968 | $9.692497 \mathrm{e}+06$ |  |  |
| 4 | 0.3435653 | 0.7101043 | $5.196858 \mathrm{e}+06$ |  |  |

### 3.1.1 Interpreting the significant age groups coefficient and relative risk values

From Tables 6 to 8, a one-unit increase in age (45-55 years) is associated with a decrease in the log-odds of an individual with no-risk vs. high-risk individual by 14.68 (see Table 6); this coefficient is significant at $p$-value<
0.05 (see Table 7). The relative risk as shown in Table $8(\exp (-14.68)=4.196738 \mathrm{e}-07)$ implies that a one-unit increase in age for individuals in the age group (45-55 years) increases the odds of the individual being at high risk for prostate cancer by $(1-4.196738 \mathrm{e}-07=1)$ times. This means that individuals within the age group $(45-55$ years) have a $100 \%$ chance of being at high risk for prostate cancer at their next birthday. Secondly, a one-unit increase in age ( $86-95$ years) is associated with a decrease in the log-odds of an individual with no risk vs. low risk in the amount of 4.35 (see Table 6); this coefficient is significant at $p$-value< 0.05 (Table 7). The relative risk as shown in Table $8(\exp (-4.35)=0.0129)$ implies that a one-unit increase in age for individuals in the age group (86-95 years) increases the odds of the individual being at low risk for prostate cancer by 0.9871 times. This means that individuals within the age group (86-95 years) have only 0.0129 chances of being at no risk for prostate cancer. A one-unit increase in age (86-95 years) is associated with a log-odd increase of 16.09 for an individual with no risk vs. fair risk (see Table 6); this coefficient is significant at $p$-value $<0.05$ (Table 7). The relative risk as shown in Table $8(\exp (16.09)=9,692,497.00)$ implies that a one-unit increase in age for individuals in the age group (86-95 years) increases the odds of the individual being at fair risk for prostate cancer by $9,692,497$ times. This means that individuals within the age group ( $86-95$ years) are more likely to be at a fair risk for prostate cancer.Further, a one-unit increase in age ( $86-95$ years) is associated with an increase in the log-odds of an individual with no-risk vs. high-risk by 15.46 units (see Table 6), this coefficient is significant at $p$-value $<0.05$ (Table 7). The relative risk as shown in Table $8(\exp (15.46)=5,196,858.00)$ implies that a one-unit increase in age for individuals in the age group ( $86-95$ years) increases the odds of the individual being at high risk for prostate cancer by $5,196,858.00$ times. This means that individuals within the age group (86-95 years) have a likelihood of having a high risk for prostate cancer.

### 3.1.2 Interpreting the significant pulse rate coefficient and relative risk values

Considering the pulse rate of the individuals, a one-unit increase in the individual's pulse rate is associated with an increase in the log-odds of an individual being at no risk vs. being at high risk in the amount of 0.123 (Table 6 ), this coefficient is significant as the $p$-value $=0.000$ is less than 0.05 (Table 7). The relative risk $(\exp (0.12)=$ 1.13) in Table 8 indicates that a one-unit increase in pulse rate increases the individual's chances of having prostate cancer by $(1.13-1.00=0.13) * 100=13 \%$.

### 3.2 Multinomial Logistic Regression with age groups, pulse rate groups, diastolic and systolic blood pressure as predictors when PSA is classified as no risk, low risk, fair risk, and high risk

In this Section, the pulse rate was grouped into six different categories as shown in Table 9. The essence of this grouping is to assess the effect of the pulse rate group on the PSA level of the individual.

The results in Table 9 show that most individuals in the sample for the study had pulse rates within the 70-80 pulse rate group, followed by the $81-91$ pulse rate group. The pulse rate group of 103-113 recorded the lowest pulse rate. The mean $(\mathrm{M})$ and standard deviation (SD) of the Pulse rate grouped by age were calculated and presented in Table 10.

Table 9: Frequency Distribution of Pulse Rate.

| Pulse Group | Frequency |
| :--- | :--- |
| $48-58$ pulse rate | 4 |
| $59-69$ pulse rate | 9 |
| $70-80$ pulse rate | 42 |
| $81-91$ pulse rate | 38 |
| $92-102$ pulse rate | 8 |
| $103-113$ pulse rate | 1 |

Table 10: Mean and Standard Deviation of Pulse Rates by Age of the Individuals.

| Pulse rate | M | SD |
| :--- | ---: | ---: |
| $45-55$ years | 73.56 | 7.20 |
| $56-65$ years | 83.50 | 10.19 |
| $66-75$ years | 76.26 | 11.06 |
| $76-85$ years | 83.58 | 8.04 |
| $86-95$ years | 82.67 | 12.06 |

Table 11: Multinomial Logistic Regression Model with both Age and Pulse Rate grouped.


The results show that the age group 76-85 years recorded the highest mean pulse rate of 83.58 with a standard deviation of 8.04 . This was followed by the age group of 56-65 years, which had a mean pulse rate of 83.50 with a standard deviation of 10.19. The age group of 45-55 years recorded the lowest mean pulse rate of 73.56 with a standard deviation of 7.20 . It can therefore be inferred that those younger men under the age of 5
recorded lower pulse than their older counterparts. In addition to the reference group for age chosen earlier, the pulse rate group 76-85 years was chosen as the reference level in this section of the analysis because the group contained the mean pulse rate. The MLR model in this section was applied to the same train set and the results are presented in Table 11. The results in Table 11 show the coefficients (log odds) of the multinomial logistic regression model and their standard errors when both age and pulse rate were grouped. The coefficients and standard deviations are given for each of the PSA risk categories. To identify the significant coefficients associated with each predictor, the p-value of each coefficient was evaluated as illustrated earlier and presented in Table 12. The results in Table 12 show that the age group of $45-55$ years is significant ( $p$-value $<0.05$ ) in the high-risk PSA category when both age and pulse rate were grouped. The age group of 86-95 years is significant for all the PSA risk categories (low risk, Fair risk, and high risk), with the no-risk category as the reference group.

Table 12: Probability values of the Multinomial Logistic Regression Model with Age and Pulse Rate grouped.


Table 13: The Relative Risk (odds Ratio) for Prostate Cancer Disease when both Age and Pulse Rate were Grouped.

```
(Intercept) Systolic Diastolic age group (45-55 years)
    \(\begin{array}{llll}0.1608396 & 0.9917669 & 1.0380898 & 1.492255 \mathrm{e}+00\end{array}\)
    \(\begin{array}{lllll}4.0496510 & 0.9865939 & 1.0063533 & 6.693896 \mathrm{e}-01\end{array}\)
    \(\begin{array}{llll}1.8110754 & 0.9938137 & 0.9956983 & 1.970053 \mathrm{e}-12\end{array}\)
(56-65 years) ( \(\mathbf{7 6 - 8 5}\) years) (86-95 years)
    \(2.1309934 \quad 1.0743915 \quad 1.020301 \mathrm{e}-04\)
    \(0.5658313 \quad 0.2933406 \quad 9.750484 \mathrm{e}+11\)
\(4 \quad 0.3933417 \quad 0.9103239 \quad 1.769139 \mathrm{e}+06\)
(103-113 pulse rate) (48-58 pulse rate)
    2 1.819066e-08
            \(4.120517 \mathrm{e}-11\)
\(33.744459 \mathrm{e}-04 \quad 1.579489 \mathrm{e}+00\)
\(42.965064 \mathrm{e}+18 \quad 2.328649 \mathrm{e}-10\)
(59-69 pulse rate) (81-91 pulse rate)
    \(0.4783545 \quad 0.2668881\)
    0.27094650 .8901730
    \(0.7158079 \quad 3.0155942\)
(92-102 pulse rate)
    5.298995e-01
    \(1.096574 \mathrm{e}-13\)
    \(4.752697 \mathrm{e}+00\)
```

On the other hand, the pulse rate group of $103-113$ is significant ( $p$-value $<0.05$ ) with all the PSA risk categories
(low risk, fair risk, and high risk), with the no-risk category as the reference group. This means that an individual whose pulse rate is 103-113 and whose PSA reading falls into the low-risk, fair-risk, or high-risk categories has the likelihood of prostate cancer. Similarly, the pulse rate group of 48-58bpm was significant with the low-risk PSA category and the high-risk PSA category only. This means that an individual with a pulse rate between 48 and 58 bpm and a PSA reading of low or high risk should be considered to have prostate cancer.

The pulse rate group of $92-102$ is significant ( $p$-value $<0.05$ ) only with the fair-risk PSA category, implying that a pulse rate under $92-102$ with a PSA reading in the fair-risk PSA category is a serious biomarker for prostate cancer. The relative risk (odds ratio) for prostate cancer disease is given in Table 13.

Table 13 shows that the age group $45-55$ years when compared to $66-75$ years has a relatively high risk for prostate cancer when compared to the risk PSA category by 1.49 units.

### 3.3 Multinomial Logistic Regression with age groups, pulse rate, diastolic and systolic blood pressure as predictors when PSA is classified as no risk, low risk, fair risk, high risk, and very high risk

In this section, the MLR models were fitted using the following second classification of the PSA levels: $0 \leq P S A \leq 4.0$ (no risk), $4.0<P S A \leq 10.0$ (low risk), $10.0<P S A \leq 20.0$ (fair risk), $20.0<P S A \leq 50.0$ (high risk) and $P S A>50.0$ (very high risk), with the pulse rate in their raw scores. The new classification is important so that the new model (train) and performance (test) can be compared with the MLR model for the initial four PSA classifications. Again, the first level of the PSA category (no risk) was selected as the reference level. The results of the MLR model are presented in Table 14.

Table 14: Multinomial Logistic Model for second PSA Classification using the train set.

[^1]In Table 14, the log odds of the various independent variables with their corresponding standard errors were displayed. The AIC value is 233.0011 and will be compared with the AIC value achieved in Table 6. Only logodds values whose $p$-value is less than 0.05 are concluded to be statistically significant in Table 15 .

Table 15: The probability values of the multinomial logistic model.

| (Intercept) | Systolic Diastolic |  | $\mathbf{4 5} \mathbf{- 5 5}$ years |  |
| :--- | :--- | :--- | :--- | :--- |
| 2 | 0.70878064 | 0.5255197 | 0.3719912 | 0.7694464 |
| 3 | 0.50683441 | 0.5446530 | 0.5662032 | 0.5265041 |
| 4 | 0.01328837 | 0.9530247 | 0.3990339 | 0.0000000 |
| 5 | 0.67788193 | 0.9297834 | 0.2811150 | 0.0000000 |
| $\mathbf{5 6 - 6 5}$ years | $\mathbf{7 6 - 8 5}$ years $\mathbf{8 6 - 9 5}$ years |  |  |  |
| 2 | 0.3291769 | 0.8056409 | $0.000000 \mathrm{e}+00$ | PULSE |
| 3 | 0.4602731 | 0.3898281 | $5.795364 \mathrm{e}-14$ | 0.92930213 |
| 4 | 0.6435603 | 0.4048753 | $0.000000 \mathrm{e}+00$ | 0.49961973 |
| 5 | 0.2147028 | 0.3369250 | $0.000000 \mathrm{e}+00$ | 0.02432080 |

Table 15 shows that the age group 45-55 years is statistically significant in explaining the difference between the PSA levels of no-risk individuals against high-risk and very high-risk individuals. This means that the PSA level of the no-risk individuals that are $45-55$ years old is statistically significantly different from the PSA level of those of high and very high risk. Another significant age group is the $86-95$ years which is statistically significant in explaining the difference between the PSA level of no-risk individuals and low, high, and very high-risk individuals. The pulse rate of no-risk individuals is significantly different from the pulse rate of highrisk individuals. However, it can be observed that the pulse rate of no-risk individuals is not significantly different from the pulse rate of very high-risk individuals for the second classification of the PSA levels. This particular result shows that males with PSA levels greater than 50 who do not belong to the age group $45-55$ years or $86-95$ years age group face less risk of developing prostate cancer if their pulse rates increase.

Table 16: Relative risk values of the multinomial logistic model.

| (Intercept) | Systolic |  | Diastolic 45-55 years | 56-65 years |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $23.196744 \mathrm{e}-01$ | 0.9827738 | 1.040517 | $1.402033 \mathrm{e}+00$ | 2.2171447 |
| $38.495090 \mathrm{e}+00$ | 0.9811366 | 1.028660 | $4.318949 \mathrm{e}-01$ | 0.4833366 |
| $41.348834 \mathrm{e}-09$ | 1.0021169 | 1.046824 | $\mathbf{1 . 1 1 6 6 2 4 e - 0 6}$ | 0.5062188 |
| $51.193748 \mathrm{e}-01$ | 0.9965681 | 0.931991 | $\mathbf{5 . 0 1 7 7 6 2 e - 0 8}$ | 0.1529104 |
| $\mathbf{7 6 - 8 5}$ years | $\mathbf{8 6 - 9 5}$ years | PULSE |  |  |
| 21.2703871 | $\mathbf{2 . 9 3 4 5 3 4 e - 0 2}$ | 0.9967296 |  |  |
| 30.3395246 | $1.547845 \mathrm{e}+06$ | 0.9740295 |  |  |
| 43.0790115 | $\mathbf{1 . 3 0 8 8 0 3 e}+\mathbf{0 7}$ | $\mathbf{1 . 1 9 1 9 8 1 6}$ |  |  |
| 50.2834752 | $\mathbf{2 . 3 7 5 1 7 8 e - 0 3}$ | 1.1026720 |  |  |

Tables 14 and 16 show that being in the age group 45 - 55 years reduces the odds of prostate cancer for those at no risk by 13.7052009 units relative to those at high risk. The probability that someone in the $45-55$ years age group with a PSA level less than or equal to 4.0 will have prostate cancer compared to another individual with a PSA level between 20 and 50 is 0.00000111 . This means that the likelihood is rarely possible. Also, for very high-risk individuals in the same age group, the probability is 0.00000005 with a corresponding -16.8076968 $\log$ odds value. This means that being in the 45 - 55 -year-old age group reduces the odds of prostate cancer by 16.81 units by $99 \%$ ( $1-0.00000005$ ). Individuals that are between $86-95 y$ years of age will have their PSA
level that is between 20 and 50 increased by 16.387209 units (see Table 14) while those whose PSA level is above 50 will be reduced by 6.042683 units (see Table 14). An increase in the pulse rate will decrease the PSA level of the individuals whose initial PSA level was between 30 and 50 by 1.87 (see Table 14).
3.4 Multinomial Logistic Regression with age groups, pulse rate groups, and diastolic and systolic blood pressure as predictors for when PSA is classified as no risk, low risk, fair risk, high risk, and very high risk

In this Section, the pulse rate grouping in Table 9 was used in place of the pulse rate raw scores. The multinomial logistic regression model is presented in Table 17.

Table 17: Multinomial Logistic Model for PSA categories using the train set.

[^2]Table 18: The probability values of the multinomial logistic model.

| (Intercept) | Systolic | Diastolic $\mathbf{4 5} \mathbf{- 5 5}$ years |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 0.4388911 | 0.7545073 | 0.3795306 | 0.7416896 |
| 3 | 0.6315593 | 0.6490577 | 0.8716909 | 0.7705384 |
| 4 | 0.2536051 | 0.7926303 | 0.4469360 | 0.0000000 |
| 5 | 0.3425343 | 0.9738202 | 0.4773228 | 0.0000000 |
| $\mathbf{5 6}$ | $\mathbf{- 6 5}$ years $\mathbf{7 6} \mathbf{- \mathbf { 8 5 }}$ years | $\mathbf{8 6}$ - $\mathbf{9 5}$ years103 - $\mathbf{1 1 3}$ | pulse rate |  |
| 2 | 0.3840174 | 0.9381260 | 0 | 0.678012 |
| 3 | 0.5757221 | 0.3359447 | 0 | 0.56112 |
| 4 | 0.9388359 | 0.3251257 | 0 | 0 |
| 5 | 0.2675582 | 0.3203933 | 0 | 0 |
| $\mathbf{4 8}$ | $\mathbf{- 5 8}$ pulse rate59 - 69 pulse rate81 - 91 pulse rate |  |  |  |
| 2 | 0.0000000 | 0.4461084 | 0.1712787 |  |
| 3 | 0.7484441 | 0.3215265 | 0.8894327 |  |
| 4 | 0.0000000 | 0.0000000 | 0.2760051 |  |
| 5 | 0.0000000 | 0.7352766 | 0.5657264 |  |
| $\mathbf{9 2}$ | $-\mathbf{1 0 2}$ |  |  |  |
| 2 | 0.6690492 |  |  |  |
| 3 | 0.0000000 |  |  |  |
| 4 | 0.000000 |  |  |  |
| 5 | 0.2496105 |  |  |  |

Table 18 shows that $45-58$ pulse rate significantly reduced the relative risk for prostate cancer when those with no risk are compared with those with low risk by 32.2778507 units, no risk compared with high-risk individuals by 17.2136150 and no risk compared with very high-risk individuals by 36.5676915 . Pulse rate group $59-69$ influences significantly the PSA level of individuals at high risk but is insignificant on the PSA level of individuals at very high risk while Pulse rate group 92 - 102 influences significantly the PSA level of fair risk and high-risk individuals but also is insignificant on PSA level of individuals at very high risk. Age groups 45 55 years and $86-95$ years are also significant factor levels. The relative risk for these significant factor levels is given in Table 19.

Table 19: Relative risk values of the multinomial logistic model.


### 3.5 Model Performance Comparison

Table 20: Comparison of MLR model with age group, pulse rate for four PSA groups and MLR model with age group, pulse rate for five PSA categories.

|  | Train Set |  | Test Set |  |
| :--- | :--- | :--- | :--- | :--- |
| Metric | Model with age <br> group, pulse rate, <br> and four PSA <br> groups | Model with age <br> group, pulse rate, <br> and five PSA <br> groups | Model with age <br> group, pulse rate, <br> and four PSA <br> groups | Model with age <br> group, pulse rate, <br> and five PSA <br> groups |
| AIC | 207.8151 | 233.0011 |  |  |
| Prediction accuracy | $0.4559(45.59 \%)$ | $0.5(50 \%)$ | $0.4412(44.12 \%)$ | $0.3235(32.4 \%)$ |
| No Information <br> Rate | 0.2941 | 0.2941 | 0.3235 | 0.3235 |
| P-Value [Acc $>$ <br> NIR] | 0.003438 | 0.0002859 | 0.1016 | 0.5642 |
| Kappa | 0.2695 | 0.3469 | 0.2291 | 0.1032 |

Consider Table 20, any model with a smaller AIC value, higher prediction accuracy, significant $p$-value for the Accuracy greater than No information rate, and higher kappa value in the train set is the best model for fitting the train set. The same applies to the test set except that AIC is not available for the test set. Table 20 shows that the model with age group, pulse rate, and five PSA groups is better than the model with age group, pulse rate, and four PSA groups in the train set. However, the model with age group, pulse rate, and four PSA categories outperformed the model with age group, pulse rate, and five PSA categories in a new dataset (test set). Therefore, the model with age group, pulse rate, and four PSA categories is better since it has higher prediction accuracy ( $44 \%$ ) and kappa ( 0.2291 ) in the test set.

Table 21: Comparison of MLR model with age group, pulse rate group for four PSA categories and MLR model with age group, pulse rate group for five PSA categories.

| Train Set |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: |
| Metric | Model with age <br> group, pulse rate <br> group, and four <br> PSA groups | Model with age <br> group, pulse rate <br> group, and five <br> PSA groups | Model with age <br> group, pulse rate <br> group, and four <br> PSA groups | Model with age <br> group, pulse rate <br> group, and five <br> PSA groups |  |  |  |
| AIC | 225.632 (50\%) | 0.4706 (47.06\%) | $0.2647(26.47 \%)$ | $0.1471 \quad(14.71 \%)$ |  |  |  |
| Prediction <br> accuracy | 0.5 | 0.2941 | 0.3235 | 0.3235 |  |  |  |
| No Information <br> Rate | 0.2941 | 0.001585 | 0.8193 | 0.9945 |  |  |  |
| P-Value [Acc <br> NIR] | 0.0002859 | 0.3124 | 0.0047 | -0.1079 |  |  |  |

Table 21 shows that the model with age group, pulse rate group, and four PSA categories is better than the model with age group, pulse rate group, and five PSA categories in the train set ( $50 \%>47.06 \%$ ). Also, the model with age group, pulse rate group, and four PSA categories outperformed the model with age group, pulse rate group, and five PSA categories in the test set $(26.47 \%>14.71 \%)$. Therefore, the model with age group, pulse rate group, and four PSA groups is better since it has higher prediction accuracy ( $26.47 \%$ ) and kappa
(0.0047) in the test set. Nonetheless, the model with five categories of PSA levels showed a distinction in the effect of pulse rate on the high-risk category and very high-risk category of PSA levels. Generally, the model with an age group, pulse rate group, and four PSA categories is better than the model with an age group, ungrouped pulse rate, and four PSA categories. Therefore, it is better to group both the age and pulse rate variables.

## 4. Summary

From the foregoing, a multinomial logistic regression model was applied to data collected on prostate-specific antigen (PSA), age, pulse rate, systolic blood pressure, and diastolic blood pressure of some men attending a specialist hospital on prostate cancer in the eastern part of Nigeria. The prostate-specific antigen was treated as a categorical dependent variable, while the other variables were treated as predictors, with the initial grouping of age and, subsequently, the grouping of pulse rate. The PSA level was first classified into four categories according to previous studies. PSA levels $0 \leq P S A \leq 4.0$ are coded as 1 (no risk), PSA levels $4.0<P S A \leq$ 10.0 are coded as 2 (lower risk), PSA levels $10.0<P S A \leq 20.0$ are coded as 3 (fair risk), and PSA levels greater than 20 are coded as 4 (high risk). The PSA levels were further classified into five to enable distinction between high PSA levels and very high PSA levels for better inference on the effects of extreme PSA levels. Thus, the second classification consists of $0 \leq P S A \leq 4.0$ (no risk), $4.0<P S A \leq 10.0$ (low risk), $10.0<$ $P S A \leq 20.0$ (fair risk), $20.0<P S A \leq 50.0$ (high risk) and $P S A>50.0$ (very high risk). Investigation of the results obtained showed that both age and pulse rate had significant effects on the categories of the prostatespecific antigen (PSA). The results by age group showed that the age group, of 45-55 years is most significant for the PSA high-risk category compared with the no-risk group. The age range of 86-95 years was found to be significant in all PSA risk categories, with the no-risk category serving as the control group. The results on the pulse rate showed that the pulse rate group of $45-55$ was significant with only the low- and high-risk PSA categories when compared with the no-risk category, while the pulse rate group of 103-113 was found to be significant with all the PSA risk categories. On the other hand, the pulse rate group of $92-102$ was observed to be significant only in the fair risk category. Additionally, the pulse rate of no-risk individuals is not significantly different from the pulse rate of very high-risk individuals for the second classification of the PSA levels. This particular result shows that males with PSA levels greater than 50 who do not belong to the age group $45-55$ years or 86 - 95 years age group face less risk of developing prostate cancer if their pulse rates increase. Though the model with five categories of PSA levels was not a better model based on the criteria used for the comparison, it however, showed a distinction on the effects of pulse rate on the high-risk category and very high-risk category of PSA levels.

## 5. Conclusion

In this paper, unlike [2] that used Poisson regression to study PSA levels in elderly men, we studied PSA levels in both elderly and younger men. The results of [2] revealed that a high level of PSA is associated with the systolic blood pressure and diastolic blood pressure of elderly men, but our results did not identify systolic blood pressure and diastolic blood pressure as significant indicators of high PSA levels compared with low PSA
levels for both elderly and younger people. However, in agreement with the results of [4, 6], age group is a significant variable for high levels of PSA. Further, we have also established those different categories of pulse rate are significant to high PSA levels compared to low PSA level individuals.

Hence, we recommend that older men (86-95 years) be checked regularly for early diagnosis of prostate cancer and immediate medical attention to forestall further deaths recorded as a result of this ailment.
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[^1]:    Coefficients:
    (Intercept) Systolic Diastolic 45-55 years 56-65 years
    2 -1.140452-0.017376248 0.039717690 .33792340 .7962202
    $3 \quad 2.139488-0.019043570 \quad 0.02825710-0.8395729-0.7270420$
    4 -20.424025 $0.0021147080 .04576104-13.7052009-0.6807863$
    $5-2.125487-0.003437838-0.07043212-16.8076968-1.8779029$
    76-85 years $\quad 86 \mathbf{- 9 5}$ years PULSE
    $20.2393216-3.528621 \quad-0.003275782$
    $3-1.0802089 \quad 14.252374 \quad-0.026313658$
    $41.1246086 \quad 16.387209 \quad 0.175617099$
    $5-1.2606306-6.0426830 .097736295$
    Std. Errors:
    (Intercept) Systolic Diastolic 45-55 years 56-65 years
    $\begin{array}{lllll}3.053467 & 0.02737020 & 0.04448917 & 1.152932 \mathrm{e}+00 & 0.8159890\end{array}$
    $\begin{array}{llllllll}3 & 3.223214 & 0.03143583 & 0.04925825 & 1.325603 \mathrm{e}+00 & 0.9846219\end{array}$
    $\begin{array}{llllll}4 & 8.248979 & 0.03589792 & 0.05426117 & 6.706518 \mathrm{e}-06 & 1.4712491\end{array}$
    $5 \quad 5.1172760 .03901431 \quad 0.065346953 .942321 \mathrm{e}-07 \quad 1.5135378$
    76-85 years 86-95 years PULSE
    $20.9726413 \quad 2.241064 \mathrm{e}-07 \quad 0.03692149$
    $3 \quad 1.2561603 \quad 1.897151 \mathrm{e}+000.03897810$
    $4 \quad 1.3501583 \quad 1.897142 \mathrm{e}+00 \quad 0.07798192$
    $5 \quad 1.3128030 \quad 3.652927 \mathrm{e}-08 \quad 0.05629202$
    Residual Deviance: 169.0011
    AIC: 233.0011

[^2]:    Coefficients:
    (Intercept) Systolic Diastolic 45-55 years 56-65 years
    2 -1.898003-0.009265326 0.0398787830 .39548290 .7418927
    $3 \quad 1.379640-0.0143830370 .008042308-0.4070588 \quad-0.5697559$
    $4-4.502469-0.0102095640 .042233575-26.7466108$-0.1157438
    $5 \quad 3.364008-0.001396714-0.048181856-33.7015241 \quad-1.7655733$
    76-85 years 86-95 years 103-113 pulse rate
    $20.07832842-11.01331$
    3 -1.21985257 0.19806
    -17.7268179
    -8.6548562
    $4 \begin{array}{lll}4.26880466 & 38.78916 & 46.2441966\end{array}$
    5 -1.41983499 -24.58293
    -0.5983745
    48-58 pulse rate
    59-69 pulse rate 81-91 pulse rate
    2 -32.2778507
    $-0.7531949 \quad-1.2889137$
    30.4494706
    -1.2877551 -0.1336885
    $4-17.2136150 \quad-20.9804830 \quad 1.4540416$
    $5-36.5676915 \quad-0.5298246 \quad 0.6899050$
    92-102 pulse rate
    2 -0.7170943
    3 -47.3308843
    4 -19.0072710
    $5 \quad 2.1910110$
    Std. Errors:
    (Intercept) Systolic Diastolic 45-55 years 56-65 years
    $2 \quad 2.451988 \quad 0.02962992 \quad 0.04538067 \quad 1.199827 \mathrm{e}+00 \quad 0.852243$
    $\begin{array}{lllllll}3 & 2.877047 & 0.03160610 & 0.04979414 & 1.395611 \mathrm{e}+00 & 1.018068\end{array}$
    $4 \quad 3.9438720 .03883491 \quad 0.05553154 \quad 5.156108 \mathrm{e}-121.508394$
    $5 \quad 3.544159 \quad 0.04256017 \quad 0.06780303 \quad 3.855373 \mathrm{e}-15 \quad 1.592467$
    76-85 years 86-95 years 103-113 pulse rate
    $21.009056 \quad 2.070198 \mathrm{e}-12$
    $31.267763 \quad 1.068892 \mathrm{e}-05$
    $41.289463 \quad 1.093803 \mathrm{e}-05$
    1.34688-14
    $0.241684 \mathrm{e}-14$
    $1.847024 \mathrm{e}-19$
    8.931096e-21
    $\begin{array}{lll}5 & 1.428909 & 6.157461 e-17 \\ 48 & -58 & \text { pulse rate } \\ \mathbf{5 9}-\mathbf{6 9} & \text { pulse rate } & 81-91\end{array}$
    $26.342688 \mathrm{e}-14 \quad 9.885499 \mathrm{e}-01 \quad 0.9421150$
    $31.401567 \mathrm{e}+00 \quad 1.299023 \mathrm{e}+00 \quad 0.9616349$
    $44.193128 \mathrm{e}-08 \quad 1.878959 \mathrm{e}-09 \quad 1.3347944$
    $52.805113 \mathrm{e}-16 \quad 1.566995 \mathrm{e}+00 \quad 1.2011784$
    92 - 102 pulse rate
    $21.677597 \mathrm{e}+00$
    3 4.001931e-06
    $44.265582 \mathrm{e}-06$
    5 1.903082e+00
    Residual Deviance: 162.4537
    AIC: 258.4537

